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Researchers from BSC and URV published the paper "Enhancing HPC
with Serverless Computing: Lithops in MareNostrum5." This work was
presented at the Cloud-Edge Continuum (CEC'24) workshop, which took
place in Charleroi (Belgium) on October 28, 2024.
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This study presents a novel architecture for deploying Lithops within
High-Performance Computing (HPC) environments, with a particular
focus on the MareNostrum 5 supercomputer. By integrating the
computational capabilities of MareNostrum 5 with the Function-as-a-
Service (FaaS) paradigm, the proposed approach aims to improve
performance, scalability, and resource efficiency while simplifying
workload deployment. Benchmark evaluations demonstrate that Lithops-
HPC achieves superior FLOPS performance and object storage bandwidth
compared to commercial cloud platforms, while also optimizing CPU
utilization, making it a compelling solution for HPC workloads.
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